
PC Manager’s Meeting:  



FCC1A/B

1-22-03

Updates:


Net Associates Blackhole, 1:30-3pm.   

Windows


.NET -> Windows Server 2003


NT 4 Extended support, sales stop july 1st, 2003.   Fees for hotfixes waived until Dec31, 2003.


Netbios Block



Jan 27th, CSWG meeting.   -  data presented



Server Exemptions?



Fallout




Offsite passwords




Mount admin shares




Connect to workstation from offsite, blocked




Long time to boot for Domain workstations powered up at home




IE with persistent drive mappings take a long time to launch.




File Explorer takes to browse files



Solutions:




IPSEC, VPN, TS for passwords.

Featured Talk:  Real, Simple, IP-San    -   Bryan Avdyli – regional sales manager


Left hand networks – Bolder, Co.


Available


Direct Attached Storage (SCSI) – 70% of market.  



33% utilized.  Inefficient.


Network Attached Storage



File Server exporting file shares



MS doesn’t like support datbase on CIF share



Expensive to cluster.


Storage Area Network



Complex.



Management software 100s of thousands of $



New tools and training



Fast…


IP based Sans



Everything you can do with a SAN exept use commodity components.



Gig E over copper, cisco switches



Modules can be separated from servers



End-to-end SAN solution including management software




No HBA, No fiber channel switch, no virtualization applience



NSM (network storage modules)



½ TB modules – 1U size



1TB modules – 2U in future…



add more modules to scale to infinity



redundant PS

Raid 10 in the box



Server connects to swich., switch goes to NSMs



Dynamic pooling.   Increase size of pool, add more modules



Dynamic sizing.  On the fly increase size of drive while running.



Realtime replication…data can be replicated to other modules.



Management console.




Can manage the modules from anywhere in the world.



Backups




Full copies to tape, incrementals to disk. – faster



80% utilization.



$$$




Save $$$





Consolidate servers





Consolidate storage





Usual price:  Price per storage * 10 = management price




System runs $50K for 2TB ($15K/module).



Shows management.




Break into management groups.




Within a management group is a cluster of storage.




Only 1 host can own host drive.




2 way replication – if you lose a module, you can run off of partner.




3 way replication - 




Raid 10???? – mirroring pairs of disks?




Each module – 1GB processor – 1GB RAM - Linux based??? Security?




Is kerberos aware.




Data goes across the network, how to protect





Separate VLAN or network for storage?




Protocol – server to module – I-SCSI plus…raw device driver.





Their driver.   Proprietary large blocks over the net.




OSs  Supported:  Win2k, Solaris, Red Hat Linux.




IP based – limit which IP addresses can access modules.

Features


Readonly Snapshots of disk volumes.   Wastebasket with time stamps. – can allocate to a backup host.   Overhead?


Throughput



Each module – 10MB/sec



6 modules – 6 * 10MB/sec 

GigE over Cu only.


When the 4U, may do Gig over Fiber.

HD – Use Maxtor Drives.


Hot swappable


Serial ATA – did not know speed…
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